Inverse and direct modeling applied in the estimation of kinetic parameters of BSA adsorption
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ABSTRACT
The kinetic modeling applied in the parameters estimation of chromatographic adsorption processes is an important tool in the understanding and improvement of these separation systems. In this work, two kinetic models were utilized in the parameters estimation of BSA adsorption. The correlations between the irreversible kinetic model and the reversible kinetic model with the experimental data were carried out using the Linear Driving Force and the Random Restricted Window (R2W) method, respectively. From both models was possible to achieve a good fit with the experimental data, obtaining parameters with higher accuracy due to the low residues of the cost function.
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INTRODUCTION
The comprehension about the adsorption mechanisms is an important step for the development and improvement of several adsorption processes involved with the substance studied, such as: separation, purification, decontamination, and others.

In this context, the agitated batch process of adsorption is an important method used for the estimation of equilibrium parameters, which are applied in the processes modeling such as chromatography and Simulated Moving Bed (SMB). The hydrodynamic aspects of such processes become the kinetic modeling an interesting tool for the obtaining parameters that will be incorporated in the equipment design.

The application of an inverse problem methodology for chromatographic systems is a new promising area since the solution of the Inverse Problems has several relevant applications in the engineering field. Other results can be found in 2–7. In the work of Vasconcellos et al. ¹ the inverse problem formulation with the minimization of the square residues cost function was applied in the mass transfer parameters estimation of protein adsorption (Bovine Serum Albumin-BSA).
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The optimization method utilized is the same applied by ⁷, the Levenberg-Marquardt. The method in both applications was successful in determining the parameters of non-linear equations.

Some contributions in the application of adsorption kinetic models for the liquid phase can be encountered through the following publications: ⁸–¹⁴. An important contribution comes from the work of Chase ⁹, which implemented semi-analytical expressions to model the adsorption phenomena in agitated tanks and chromatographic columns. He considered the kinetic concepts to model the adsorption process as a reversible system with an overall rate of second-order. In a general point of view, the above publications, with exception of the Chase model ⁹, use simplified or empiric expressions for the kinetic models. The advantage of utilizing the concepts of kinetic theory to develop new models, is that the stoichiometry and order, related to the compounds in the adsorption system considered, can be varied and analyzed independently, leading to a better understanding of the involved kinetics phenomenology.

In this work two different kinetic models were applied in the parameters estimation of BSA adsorption on Streamline DEAE. The first and second models are related, respectively, to irreversible and reversible kinetics mechanisms, being utilized the inverse stochastic method (R2W) to correlate the last model with the experimental data.
DIRECT MODELING

Irreversible kinetic model (IKM2)

The agitated adsorption techniques to measure kinetic parameters are modeled with following expression for batch process,

$$ r_A = \frac{1}{V} \frac{dN_A}{dt} $$

where $r_A$ corresponds to the adsorption rate of component $A$ being proportional to the variation in the moles number of solute $A$ and the tank volume ($V$) is assumed constant.

The adsorption stoichiometry considered is represented in Fig. 1. It is related to an irreversible kinetic mechanism of the adsorption, i.e., the desorption phenomenon is not considered.

The kinetic mechanism of the adsorption in the Fig. 1 considers the adsorption of 1 (one) mol of solute $A$ (BSA) in 1 (one) mol of active site into the adsorbent ($s$). The kinetic modeling, in terms of consumption rate of the solute $A$ ($r_A$) is written in the following form:

$$ (-r_A) = k_1 C_A^n C_{A,s}^m $$

where $k_1$, $C_A$ and $C_{A,s}$ represent the kinetic constant of adsorption, the concentration of solute $A$ in liquid phase and the concentration of adsorption sites in the solid phase, respectively. For a first order elementary adsorption, the exponents $l$ and $m$ are equal to 1, which corresponds to an overall rate of second order.

With the considerations just described, the Eq. (2) can be solved analytically through the Eq. (1), applying a balance in the moles number of active site of adsorption,

$$ C_t = C_s + C_{A,s} $$

in which $C_t$ corresponds to the maximum concentration of adsorption sites, i.e., the sum through the concentration of vacant sites ($C_s$) and occupied sites by solute $A$ ($C_{A,s}$). Another important balance is related to the concentration of solute $A$. In the balance of solute $A$, the initial concentration in the solution ($C_{A0}$) corresponds to the sum through the initial solute concentration in the solution ($C_A$) and the adsorbed solute concentration in the solid phase ($C_{A,s}$),

$$ C_{A0} = C_A + C_{A,s} $$

The combination of Eqs. (1-4) leads to:

$$ \int \frac{dC_A}{C_A(a + C_A)} = -\int k_1 dt $$

in which $a = C_t - C_{A0}$. Performing the integrations in Eq. (5) using the following initial condition,

$$ t = 0 \Rightarrow \begin{cases} C_s = C_{A0} \\ C_i = C_i \end{cases} $$

results the final expression of the IKM2 kinetic model (irreversible model) which is related to the concentration of solute $A$, with $C_i$, $C_{A0}$ and $k_1$ in the time domain.

$$ C_A = \frac{a C_{A0}}{(a + C_{A0})} e^{ak_1 t} - C_{A0} $$

Reversible kinetic model

The reversible kinetic mechanism can be observed in Fig. 2, in which the parameters $k_1$ and $k_2$ correspond to the kinetic constants of adsorption and desorption, respectively.

From Fig. 2, the rate of consumption of the solute $A$, represented by $r_A$, is determined by Eq. (8).

$$ -r_A = k_1 C_A C_s - k_2 C_{A,s} $$

in which $C_s$, $C_t$ and $C_{A,s}$ represent the concentration of solute $A$ in the liquid phase, the concentration of active sites of the adsorbent and the concentration of solute $A$ adsorbed in the solid phase, respectively.

The active sites concentration is obtained from the mass balance in the adsorbent,

$$ C_{A,s} = (q_m - C_{A,s}) $$

in which $q_m$ represents the maximum capacity of adsorption of the solute $A$ (for each initial concentration) on adsorbent.

After such considerations, the reversible kinetic model studied is derived from the rate of variation of BSA concentration into the agitated tank (batch system of adsorption),

$$ \frac{dC_A}{dt} = -k_1 C_A (q_m - C_{A,s}) + k_2 C_{A,s} $$

and

$$ \frac{dC_{A,s}}{dt} = k_1 C_A (q_m - C_{A,s}) - k_2 C_{A,s} $$

INVERSE MODELING

Random restricted window (R2W)

The R2W is a basic random algorithm of search that follows the flowchart of Fig. 3. The Fig. 4 shows a schematic representation of the R2W algorithm.
The objective of the algorithm is the optimization of the following function $Z$ (Eq. 12) from the determination of the best solution of parameters, $\zeta^i$:

$$Z = f(\zeta_1^i, \zeta_2^i, \zeta_3^i, \ldots)$$  \hspace{1cm} (12)

Initially, there is a generation of $S$ random seeds related to the parameters above as following the procedure below:

$$\zeta_i = \zeta_{il} + R(\zeta_{ih} - \zeta_{il})$$  \hspace{1cm} (13)

in which $\zeta_{il}$, $\zeta_{ih}$ and $R$ represents the lowest value of the parameter, the highest value and the random number, respectively. The procedure from Eq. (13) is repeated for each parameter in the function $Z$ of Eq. (12), that is, for each seed $S$ there is the random estimation for each parameter of the function $Z$. The random numbers are generated from a uniform random distribution.

After the initial procedure of random estimative of the parameters (step 1 in the flowchart), we have the determination of the profile of function $Z$. In this work the function $Z$ was represented by a reversible kinetic model (Eqs. 10 and 11).

The step 2 in the flowchart corresponds to the comparison between the simulation results from the reversible kinetic model and the experimental data. This comparison was carried out of the squared residues function $Q$.

$$Q = \sum_{i=1}^{n}(C_{\exp} - C_{\sim})^2$$  \hspace{1cm} (14)

with the terms $C_{\exp}$, $C_{\sim}$ and $n$ corresponding to, respectively, the experimental concentration, the concentration from the simulation and the number of points for the same event (number of experimental points in the range of time). In step 2 we have a vector of residues from the number of seeds generated. For each seed we have a comparison between the model and the experimental data, having the determination of the squared residue $Q$.

The step 3 corresponds to the determination of the seed $S$ that leads to the lowest value of residue $Q$, i.e., the solution that provides the best fit between the experimental data and the simulation results. The best solution of seed $S$ is utilized in step 4.

In the step 4 there is a restriction of the search around the solutions of the parameters encountered for the seed with the lowest residue. The search restriction is determined by the factor range of search ($\delta$) which establishes the domain of search near the best solutions of parameters of Eq. (12). The new range of search is determined by

$$\zeta_{il} = \zeta_i^* - \delta(\zeta_i^*) \quad \zeta_{ih} = \zeta_i^* + \delta(\zeta_i^*)$$  \hspace{1cm} (15)

in which $\zeta_i^*$ corresponds to the best solution of the parameter $i$ encountered in the previous step. For each parameter $\zeta_i^*$ of the seed there is the determination of a new range of search utilizing the same range of search ($\delta$).

The final step 5 is reached for the cases which is not assumed a new phase of search ($\gamma=0$) or the number of phases is achieved. For the cases which are assumed a number of phases, the algorithm returns to the step 1 with the range of search restricted, i.e., the same number of random seeds are generated in the new restricted domain for each of the parameters. This procedure leads to a high concentration of estimations over a small range, in which the chance to obtain the best solution is high.

### RESULTS AND DISCUSSIONS

#### Irreversible kinetic model (IKM2)

From Figs. 5 and 6 can be seen the good correlation between the IKM2 model and the experimental data for two different initial concentrations of BSA.

In this case was applied the basic Linear Driving Force $^{16}$ due to the simplicity of such model in the estimation of only one parameter, the kinetic constant of the adsorption ($k_1$).

Table 1 shows the maximum capacity of adsorption for each initial concentration ($q_m$) of BSA (total number of BSA molecules adsorbed on the active sites of the adsorbent), the kinetic constant of adsorption ($k_1$) and the cost function of each of the cases studied.

Table 2 presents the simulation results along with the values of the cost function ($Q$) for both initial concentrations studied. From Figs. 7 and 8 can be seen the excellent performance of the reversible model for both initial concentrations studied. From the results shown can be observed that there is an increase in the value of $q_m$ with the increase in the initial concentration, being this behavior typical of the Langmuir isotherm. Also, there is an increase in the kinetic constant of adsorption with the increase in the value of $C_{\sim}$. The value of the cost function was higher for the case with high concentration, indicating that in this case the agreement with the experimental data was less satisfactory with compared to the other one.

#### Reversible kinetic model

In the reversible model two kinetic constants were estimated at the same time, the kinetic constant of adsorption ($k_1$) and the kinetic constant of desorption ($k_2$), utilizing the R2W to provide the correlations with the experimental data.

From Figs. 7 and 8 can be seen the excellent performance of the reversible model for both initial concentrations studied. Table 2 presents the simulation results along with the values of the cost function ($Q$). Compared to the IKM2 model, also the high value of $Q$ comes from the high concentration case, indicating a less satisfactory fit for this concentration. The values of the cost function ($Q$), applying the R2W routine into the reversible model, were a little smaller than those obtained from the Linear Driving Force method applied in the IKM2 model (Table 1), indicating the potential of the R2W method in the estimation of multiple parameters.
CONCLUSIONS

In this work, both kinetic models applied were effective in the correlation of adsorption data of Bovine Serum Albumin (BSA). The models provided excellent agreement with the experimental data for all concentrations studied, being possible the estimation of kinetic constants with satisfactory accuracy. The application of the R2W method was very satisfactory, because, this method estimated two kinetic parameters \( (k_1 \text{ and } k_2) \) at same time in the reversible kinetic model, leading to lower values of the cost function \( (Q) \). The higher values of the cost function for the cases of high concentration of BSA suggest in the future an statistical analysis of the experimental points, in which could be possible to reach values of equivalent to those obtained with the lower concentrations. This procedure can lead to kinetic parameters with higher accuracy, providing reliable parameters for the project and characterization of the equipments of separation. The use of experimental data in a high range of concentration probably will affect positively the estimation of parameters due to the possibility of deep statistical analysis of the experiments.
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**Figure 1.** Representation of the adsorption stoichiometry, IKM2 model (irreversible mechanism).

\[ 1A + 1s \xrightarrow{k} 1A.s \]

**Figure 2.** Representation of the adsorption stoichiometry (reversible mechanism).

\[ 1A + 1s \xrightarrow{k_1/k_2} 1A.s \]

**Figure 3.** Flowchart of the R2W algorithm.
Figure 4. Schematic representation of the R2W domain search restriction.

Figure 5. Correlation between the IKM2 model (red line) and the experimental data (points) of the BSA adsorption on Streamline DEAE. Where $C_{A0} = 2,628$ mg/mL.

Figure 6. Correlation between the IKM2 model (red line) and the experimental data (points) of the BSA adsorption on Streamline DEAE. Where $C_{A0} = 2,287$ mg/mL.

Table 1. Parameters estimated from the application of IKM2 kinetic model.

<table>
<thead>
<tr>
<th>$C_{A0}$ (mg/mL)</th>
<th>$q_m$ (mg/mL)</th>
<th>$k_1$ (mL/mg.min)</th>
<th>$Q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2,628</td>
<td>1,564</td>
<td>5.40x10^{-2}</td>
<td>1,89x10^{-1}</td>
</tr>
<tr>
<td>2,287</td>
<td>1,304</td>
<td>4.80x10^{-2}</td>
<td>2,52x10^{-2}</td>
</tr>
</tbody>
</table>
Figure 7. Correlation between the R2W routine (blue line) and the experimental data (points) of the BSA adsorption on Streamline DEAE. Where $C_{A0} = 2,628$ mg/mL.

Figure 8. Correlation between the R2W routine (blue line) and the experimental data (points) of the BSA adsorption on Streamline DEAE. Where $C_{A0} = 2,287$ mg/mL.

Table 2. Parameters estimated from the application of R2W routine with reversible model.

<table>
<thead>
<tr>
<th>$C_{A0}$ (mg/mL)</th>
<th>$q_m$ (mg/mL)</th>
<th>$k_1$ (mL/mg min)</th>
<th>$k_2$ (min$^{-1}$)</th>
<th>$Q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2,628</td>
<td>1,564</td>
<td>2,89×10$^{-2}$</td>
<td>1,06×10$^{-3}$</td>
<td>1,62×10$^{-1}$</td>
</tr>
<tr>
<td>2,287</td>
<td>1,304</td>
<td>2,43×10$^{-2}$</td>
<td>1,45×10$^{-4}$</td>
<td>2,48×10$^{-2}$</td>
</tr>
</tbody>
</table>